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A B S T R A C T

The virtual power plant (VPP) that aggregates demand-side resources, is a new type of entity to participate in
the electricity market and demand response (DR) program. Accurate customer baseline load (CBL) estimation
is critical for DR implementation, especially the financial settlement in incentive-based DR. However, this is
a challenging task as CBLs cannot be measured and are not equal to actual loads when DR events occur.
Moreover, VPPs with different aggregation scales form heterogeneous electricity customers, which increases
the difficulty of CBL estimation. In order to address this challenge, this paper proposes a novel deep learning-
based CBL estimation method for varied types of electricity customers with different load levels. Specifically,
we first transform the CBL estimation problem into a time-series missing data imputation issue, by regarding
actual load sequences as CBL sequences with missing data, during DR periods. Then, we propose an attention
mechanism-based neural network model to learn load patterns and characteristics of various CBLs, and also
create the DR mask to avoid the disturbance of actual loads of DR periods on CBL’s normal pattern. Further,
we develop the generative adversarial networks (GAN)-based data imputation framework to produce the
corresponding complete CBL sequence according to the actual load sequence, and then recover the missing
values accordingly. Finally, comprehensive case studies are conducted based on public datasets, and our
proposed method outperforms all benchmarks, where the mean and standard deviation of its estimation
percentage error are 5.85% and 1.74%, respectively. This validates the effectiveness and superiority of the
proposed method.
1. Introduction

1.1. Background and motivation

In response to the energy crisis and global warming issues, renew-
able generation has been vigorously developed across the world [1].
However, owing to the stochastic and intermittent nature of renew-
able generation, the real-time balance between supply and demand is
becoming more challenging, which threatens the stable operation of
power systems [2]. Demand response (DR) is an effective technology
to tackle this challenge by dispatching demand-side flexible resources
in coordination with renewable generation [3].

Generally, there are two main categories of DR: price-based and
incentive-based [4]. The price-based DR relieves grid pressure through
time-varying tariffs, while the incentive-based DR encourages cus-
tomers to reduce their loads during peak periods using financial com-
pensation [5]. Considering the limited capacity of an individual dem-
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and-side resource, it is difficult to meet the access requirement of DR
programs [6]. To facilitate demand-side customer participation, the
virtual power plant (VPP) is considered as a promising solution, which
aggregates multiple demand-side resources to act as a virtual entity
(aggregated customer), and then participates in electricity markets and
provides grid services [7]. In order to fairly compensate customers in
the incentive-based DR program, it is necessary for power system (or
electricity market) operators to accurately estimate the actual contri-
butions of customers in DR programs, i.e., load reductions following
regulation signals [8–10]. The customer’s load reduction refers to the
gap between the actual power consumption and normal power demand,
which is called the customer baseline load (CBL) [11], as shown in
Fig. 1. Furthermore, since the customer needs to change the normal
load behavior when DR events occur, its CBLs during DR periods cannot
be measured in any way [12]. It should be mentioned that both the
overestimated and underestimated CBL will lead to a bad effect on the
normal operation of incentive-based demand response [13].
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Table 1
Summary of existing studies for CBL estimation.
Ref. Method Year Description

[14] Averaging 2011 Use the average of the top 4 days in the prior 5 non-DR days.
[15] Averaging 2014 Use the average of the top 5 days in the prior 10 non-DR days.
[16] Averaging 2014 Use exponential moving average-based method.

[17] Regression 2017 Adopt the SVR model considering ambient temperature.
[18] Regression 2019 Propose a probabilistic method with quantile regression model.
[19] Regression 2020 Raise a mixed robust method with three regression models.

[20] Control Group 2018 Propose a synchronous pattern matching-based method.
[21] Control Group 2019 Design a CBL estimation method with virtual control group.
[22] Control Group 2022 Use LASSO regression with spatial and temporal information.

[23] Deep Learning 2021 Develop a graph neural network-based CBL estimation method.
[24] Deep Learning 2021 Propose a method using contextual bandit with policy gradient.
[25] Deep Learning 2019 Design a SAE-based method with pseudo-load selection.
[26] Deep Learning 2021 Propose a cascaded SAE-based method with privacy framework.
Fig. 1. Illustration of DR event and CBL.

.2. Literature review

In recent years, CBL estimation is a research hot spot. The published
apers can be primarily split into three categories, i.e., the averaging, re-
ression, and control group methods. Moreover, there are also some CBL
stimation studies based on deep learning. We summarize the existing
elated work according to the methodology, as shown in Table 1.

The averaging methods use the average of historical loads of non-DR
ays with the same periods as the DR event as the estimated CBLs. The
veraging methods have been extensively adopted by operators in exist-
ng electricity markets [27], such as the High4of5 method in PJM [14],
he High5of10 method in New York ISO [15], and the exponential
oving average-based method ISO New England [16]. However, these
ethods may cause significant estimation errors because customer load
atterns may be not identical on adjacent days and susceptible to
hanging environmental factors.

The regression methods aim to build functions or models to describe
he relationship between CBLs and input features, e.g., time, weather,
nd historical load, etc. Chen et al. [17] adopted a support vector
egression model for CBL estimation of office buildings, which consid-
rs the ambient temperature of two hours prior to the DR event. Sun
t al. [18] proposed a probabilistic CBL estimation framework using
he quantile regression forest model and deep learning-based clustering
ethod, where they also build the daily load profile pool to catch CBL
ncertainty. Zhou et al. [19] raised a mixed robust method to estimate
BLs in Southern California, USA, which combines the segmented
egression model, the least trimmed squares estimation method, and
he random effect regression model. However, the regression-based
ethods cannot guarantee the model’s robustness and generalization,

ecause they rely on valuable features but it is hard to quantify the
ffectiveness of these manually selected features.

In the control group methods, all customers are divided into two
2

roups according to whether they participate in DR programs, i.e., the
DR group and the control group. The CBL estimation for DR participants
is performed based on the load data of customers in the control group,
especially those with similar load patterns to the DR group customers.
Wang et al. [20] propose a residential CBL estimation method based
on the synchronous pattern matching principle, and estimate the CBL of
DR participants using the optimized weight combination. Lee et al. [21]
designed a CBL estimation method based on the virtual control group,
which is able to apply to each DR event by collecting the DR participa-
tion information in advance, thus improving the method’s adaptability.
Ge et al. [22] combine the spatial and temporal information of load
data in control group to estimate the CBLs of DR group, where the
LASSO regression is also used to acquire more efficient feature se-
lection. However, these methods require the assumption that there
are enough customers in the control group, which have similar load
patterns as DR participants, but this may be difficult to meet in practice
due to the heterogeneity of customer load.

In addition, with the rapid development of artificial intelligence
technology in recent years, some researchers intend to learn the load
pattern of customers to perform CBL estimation, with the high capabil-
ity of emerging deep learning models [28], such as graph neural net-
work, reinforcement learning, autoencoder. For example, Lin et al. [23]
developed a graph neural network-based framework for CBL estimation
considering customers’ spatial information, which extracts the implicit
relationship of customers’ houses, even without obtaining the specific
geography information. Zhang et al. [24] proposed a closed-loop CBL
estimation method using the contextual bandit with policy gradient,
where they also designed a pre-event and post-event adjustment for
estimation accuracy improvement. Additionally, the training efficiency
of network weights is improved by collaboratively optimizing CBL esti-
mation and customer segmentation. However, the above two methods
either require non-load information (e.g., house location) or load data
from other customers. This may cause the training data of customers to
be limited by factors other than their own load data, and then reduce
the applicability of these methods.

To overcome the aforementioned data limitation issue, some re-
searchers propose CBL estimation methods based on the generative
deep learning model by using the customers’ own historical actual
loads, rather than non-load features or other customers’ load data.
Wang et al. [25] utilize the reconstruction capability of a stacked au-
toencoder (SAE) to estimate residential CBLs, where the support vector
machine classifier is adopted to select the pseudo-load to improve
model accuracy. On this basis, Chen et al. [26] propose a cascaded
SAE-based method that eliminates the pseudo-load selection to improve
computational efficiency and model accuracy. Moreover, the federated
learning framework is also used to protect the customer’s data privacy.
However, these two methods consider all actual loads during possible
DR periods as missing data and replace them with pseudo-loads, regard-
less of whether DR events actually occur or not. This leads to the loss of
valuable customer load information, since the generative model need
to learn the normal pattern and distribution of customer load through

as much historical load data as possible.
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1.3. Contributions

In order to address the aforementioned problems, especially the
information loss caused by discarding load data, we propose a novel
deep learning-based method based on the attention mechanism [29]
and generative adversarial networks (GAN) [30], to estimate CBL for
varied types of customers with different load levels in DR programs. As
shown in Fig. 1, actual loads are not equal to CBLs during DR periods.
Moreover, since CBLs during DR periods cannot be measured, we regard
the customer’s actual loads as its CBLs with possible missing data,
where missing values appear when DR events occur. Specifically, we
first transform the CBL estimation problem into a time-series missing
data imputation issue, which refrains from directly abandoning load
data of DR periods and results in information loss. Then, we propose
a novel Transformer model based on the attention mechanism to learn
the load pattern and characteristic of CBLs. In addition, we develop a
data imputation framework based on GAN to generate complete CBL
sequences according to actual load sequences and then recover the
corresponding missing values. In summary, compared with existing
studies, the main contributions of this paper are threefold, as follows:

(1) We propose a novel deep learning-based method for CBL esti-
mation, which is applicable to varied types of customers with
different load levels. We transform the CBL estimation problem
into a time-series missing data imputation issue to exploit the
load data of non-DR periods, thus improving the estimation
performance of the proposed method.

(2) We design a Transformer neural network model based on the
attention mechanism to effectively extract the complex temporal
dependency of load data and learn the load characteristics of
different customers. The DR mask is created to conceal actual
loads of DR periods, which enables the designed model to adapt
to different DR periods.

(3) We develop a data imputation framework based on GANs to
estimate CBLs of DR periods for various types of customers
and load levels. We adopt a new estimation loss based on the
masked reconstruction for model training, which improves the
robustness of the proposed method.

The rest of this paper is organized as follows. Section 2 introduces
he CBL estimation problem. The proposed method is elaborated in Sec-
ion 3 and validated by numerical experiments in Section 4. Section 5
oncludes this paper and proposes some future works.

. Problem statement

This paper mainly focuses on the CBL estimation used for the
inancial settlement in the incentive-based DR. Different from load
orecasting, the CBL estimation is usually performed after the DR event
as finished, where CBL estimation is a posterior task while load
orecasting is a prior task. Hence, the system operator can utilize the
ustomers’ historical load records and the actual load profile in the
urrent DR day for CBL estimation.

For the 𝑖th customer, the CBL during period 𝑡 on day 𝑑, denoted by
𝑝CBL
𝑖,𝑑 , can be expressed as:

𝑝CBL
𝑖,𝑑 (𝑡) =

{

𝑝𝑖,𝑑 (𝑡), ∀𝑡 ∈  NDR
𝑑

𝑝𝑖,𝑑 (𝑡) + 𝑝DR
𝑖,𝑑 (𝑡), ∀𝑡 ∈  DR

𝑑 ,
∀𝑖 ∈ ,∀𝑑 ∈ , (1)

where 𝑝𝑖,𝑑 is the actual load during the same period; 𝑝DR
𝑖,𝑑 is the reduced

load during DR period;  and  denote the sets of costumers and days,
respectively;  NDR

𝑑 and  DR
𝑑 denote the sets of non-DR periods and DR

periods on day 𝑑, respectively.
To preserve the temporal information of load data, we divide CBLs

by day and arrange the data according to time order, which is repre-
sented as

𝒑CBL =
[

𝑝CBL(1) , 𝑝CBL(2) ,… , 𝑝CBL(𝑇 )
]

, (2)
3

𝑖,𝑑 𝑖,𝑑 𝑖,𝑑 𝑖,𝑑
where 𝑇 is the number of time intervals in one day, i.e., 𝑇 = |𝑑 | and
𝑑 =  NDR

𝑑 ∪  DR
𝑑 ,∀𝑑 ∈ . Here, we set 𝑇 = 48 owing to the half-hour

time granularity so that 𝒑CBL
𝑖,𝑑 ∈ R1×48.

In this way, the CBL matrix representation of the 𝑖th customer can
be expressed as:

𝑷 CBL
𝑖 =

[

𝒑CBL
𝑖,1 , 𝒑CBL

𝑖,2 ,… , 𝒑CBL
𝑖,𝐷

]T
, (3)

where 𝐷 is the number of days in the dataset, i.e., 𝐷 = ||, and
𝑷 CBL

𝑖 ∈ R𝐷×48.
Because the CBL estimation is a posterior event estimation issue,

we utilize the DR mask to indicate whether the DR event occurs, as
follows:

𝑚𝑖,𝑑 (𝑡) =

{

1, ∀𝑡 ∈ NDR

0, ∀𝑡 ∈ DR,
∀𝑖 ∈ ,∀𝑑 ∈ , (4)

where 𝑚𝑖,𝑑 (𝑡) denotes the DR mask of the 𝑖th customer during period 𝑡
on day 𝑑.

Since the DR mask is in one-to-one correspondence with CBL, the
DR mask matrix can be written similarly to the CBL representation as:

𝑴 𝑖 =
[

𝒎𝑖,1 , 𝒎𝑖,2 ,… , 𝒎𝑖,𝐷
]T , (5)

where 𝒎𝑖,𝑑 denotes the DR mask vector of the 𝑖th customer on day 𝑑.
Thus, 𝒎𝑖,𝑑 ∈ R1×48 and 𝑴 𝑖 ∈ R𝐷×48.

According to Eq. (1), the CBL is equal to the actual load during non-
DR periods but not during DR periods. Moreover, the CBL in DR period
cannot be measured and is counterfactual, because the customer’s load
pattern is changed. Thus, we can regard the actual load sequence as
the CBL sequence with missing data. To avoid information loss caused
by directly discarding load data during DR periods, we throughout use
actual loads for CBL estimation, whether or not the DR event occurred.
In addition, since the actual load is not real CBL during DR periods,
we take advantage of DR masks to shield the interference of these
load data. Therefore, we convert the CBL estimation problem into a
time-series missing data imputation issue [31]. It uses customer’s actual
loads and corresponding DR masks as inputs, as follows:

𝒑CBL
𝑖,𝑑 = 𝑓 (𝒑𝑖,𝑑 ,𝒎𝑖,𝑑 ; 𝜽), (6)

where 𝒑𝑖,𝑑 is the actual load vector of the 𝑖th customer on day 𝑑 and
has the identical shape as 𝒑CBL

𝑖,𝑑 , i.e., 𝒑𝑖,𝑑 ∈ R1×48; and 𝑓 denotes the
estimation model with parameters 𝜽.

From the perspective of VPPs, we also take into account the case of
aggregated customers, where the CBL estimation processes are almost
the same as individual customers, except for the load level. For exam-
ple, the CBL of the 𝑗th aggregation customer during period 𝑡 on day 𝑑
is expressed as:

𝑝CBL
𝑎𝑗 ,𝑑

(𝑡) =
∑

𝑖∈𝑗

𝑝CBL
𝑖,𝑑 (𝑡), 𝑗 ∈  , (7)

where 𝑗 is the set of individual customers for the 𝑗th aggregation
customer and 𝑗 ⊆ ;  denotes the set of aggregation customers, thus,
⋃

𝑗∈ 𝑗 =  and ∑

𝑗∈ |𝑗 | = ||.

3. Proposed methodology

In this section, we elaborate on the proposed CBL estimation method
based on the attention mechanism and GAN. First, the methodology ar-
chitecture is outlined, and then we expound the designed transformer-
based model, which is followed by the GAN-based data imputation

framework.
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Fig. 2. The general framework of the proposed method.
3.1. Methodology architecture

The proposed CBL estimation method is mainly divided into a
transformer-based model and a WGAN-based data imputation frame-
work, where the overall architecture is shown in Fig. 2. Specifically,
the WGAN-based framework adopts the proposed transformer-based
model as its generator, which is used to learn the CBL’s normal pattern
and produce the complete CBL sequence. The framework trains the
generator and discriminator through a two-player zero-sum game. After
the adversarial training converges, this framework can generate the
complete CBL sequence to fill up the original incomplete CBLs, thus
accomplishing the CBL estimation.

In this paper, we suppose the power system operator is responsible
for implementing the proposed CBL estimation method to perform
the financial settlement. Considering that the system operator usually
possesses actual load data of customers under its jurisdiction, which
is recorded and uploaded by smart meters. In this way, the system
operator can implement the proposed method for CBL estimation by
using abundant customers’ load data. Specifically, the sample data in
Fig. 2 are customers’ daily load profiles.

3.2. Transformer-based neural network model

Because the input and output are both load sequences, the transf-
ormer-based model adopts the encoder–decoder architecture [29],
which is shown in Fig. 3. Unlike the RNN-class models, the proposed
model only exploits the attention mechanism to process time-series
data (i.e., load). The Transformer model has recently been gradually
applied in power systems. For example, Wang et al. [32] propose a
multi-task model based on Transformer to perform joint prediction of
multi-energy load. Li et al. [33] build a Transformer-based model for
false data injection attacks detection in smart grid.

3.2.1. Encoder
Encoder aims to map the input sequence (i.e., actual loads) into a

high-dimensional representation sequence for information extraction.
The encoder is stacked by multiple identical encoder layers, and each
encoder layer mainly consists of two sub-layers and two add&norm
modules. Furthermore, actual load sequences are transformed by the
embedding module before entering the encoder. The abovementioned
modules and sub-layer are introduced as follows:

(a) Embedding Module: To enhance the representation of input data,
we use the embedding module to successively convert each value of the
input sequence into a vector. More detailed, we apply the linear layer
of neural networks for data transformation, where each actual load is
converted into a vector of dimension 𝑑model:

𝑿𝑡 = 𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑥𝑡), (8)

where 𝑥𝑡 ∈ R1×1 denotes the 𝑡th element of input sequence 𝒙, that is,
𝒑𝑖,𝑑 (𝑡); 𝑿𝑡 ∈ R1×𝑑model represents the corresponding embedding vector;
and 𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(⋅) is the linear layer.
4

Because the proposed model does not involve any recurrent or
convolutional operation, we add the positional encoding [29] into
embedding vectors to exploit the temporal-order information of input
sequence. The positional encoding is expressed as:

𝑃𝐸(𝑡,2𝑖) = sin( 𝑡
100002𝑖∕𝑑model

), (9)

𝑃𝐸(𝑡,2𝑖+1) = cos( 𝑡
100002𝑖∕𝑑model

), (10)

where 𝑃𝐸(⋅) represents the positional encoding function; 𝑡 ∈ [0, 𝑇 − 1]
denotes the element’s position of input sequence 𝒙; and 𝑖 ∈ [0, 𝑑model∕2]
is the index of vector dimension. Thus, the output of this embedding
module is represented as:

𝑿 ← 𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝒙) + 𝑃𝐸(𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝒙)), (11)

where 𝑿 ∈ R𝑇×𝑑model is the ultimate embedding vector.
(b) DR-Masked Multi-Head Self-Attention Sub-Layer: Inspired by the

human behavior and psychology, the proposed model extracts the
temporal information by using the attention mechanism, which focuses
on relevant parts and ignores useless contents. The attention mecha-
nism [29] is implemented by the attention function that contains three
elements, namely the query and key–value pair, which are all vectors.
According to the sources of the query and key–value pair, there are two
types of attention functions. If the query and key–value pair come from
the same source, it is called the self-attention function, otherwise it is
called the attention function. The output of this function is a weighted
sum of values, where the weight of each value is calculated based on
the similarity of the corresponding key and the query. Formally, the
matrix calculation of the attention function is expressed as:

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑸,𝑲 ,𝑽 ) = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(

vector similarity
⏞⏞⏞
𝑸 ⋅𝑲T
√

𝑑𝑘
)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
value weight

⋅𝑽 , (12)

where 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(⋅) is the attention function; 𝑸 ∈ R𝑇×𝑑query , 𝑲 ∈
R𝑇×𝑑key and 𝑽 ∈ R𝑇×𝑑value are matrices of query, key and value,
respectively, where 𝑑query = 𝑑key; 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(⋅) represents the softmax
function that maps the similarity to [0, 1]. We also scale the vector
similarity by 1∕

√

𝑑𝑘 to avoid vanishing gradients and guarantee the
training stability [29].

Considering that only actual loads are used for CBL estimation, we
adopt the self-attention function, which is also calculated in the form
of Eq. (12), but its elements all come from 𝑿:

⎧

⎪

⎨

⎪

⎩

𝑸 = 𝑿 ⋅𝑾 𝑞 ,

𝑲 = 𝑿 ⋅𝑾 𝑘,

𝑽 = 𝑿 ⋅𝑾 𝑣,

(13)

where 𝑾 𝑞 , 𝑾 𝑘, and 𝑾 𝑣 are three different transformation matri-
ces,whose dimensions are all R𝑑model×𝑑model .
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In order to capture multiple temporal relationships of input se-
uence, we employ the multi-head self-attention function [29]. Dif-
erent from the single-head self-attention function, this function first
rojects three elements into multiple different sub-spaces, then per-
orms the Eq. (12) and concatenates the results, and finally projects
ack to the original space, which is represented as:

𝑢𝑙𝑡ℎ𝑒𝑎𝑑(𝑸,𝑲 ,𝑽 ) = 𝐶𝑜𝑛𝑐𝑎𝑡(head1,… ,headℎ)𝑾 𝑂 , (14)

head𝑖 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑸𝑾 𝑄
𝑖 ,𝑲𝑾 𝐾

𝑖 ,𝑽 𝑾 𝑉
𝑖 ), (15)

where 𝑀𝑢𝑙𝑡ℎ𝑒𝑎𝑑(⋅) is the multi-head self-attention function; 𝐶𝑜𝑛𝑐𝑎𝑡(⋅)
represents matrix concatenation operation with the matrix 𝑾 𝑂 ∈
R(ℎ⋅𝑑𝑣)×𝑑model , and ℎ denotes the total number of heads; 𝑾 𝑄

𝑖 ∈ R𝑑model×𝑑𝑘 ,
𝑾 𝐾

𝑖 ∈ R𝑑model×𝑑𝑘 and 𝑾 𝑉
𝑖 ∈ R𝑑model×𝑑𝑣 are the 𝑖th projection matrices

of query, key and value, respectively, where 𝑑𝑘 = 𝑑𝑣 = 𝑑model∕ℎ.
In this paper, we propose and incorporate the DR mask 𝑴 (see

details in Section 2) into the attention mechanism to remove the
interference of actual loads during DR periods, because they are not
equal to CBLs. Specifically, after calculating the vector similarity in
Eq. (12), we manually set the similarity values to −∞ for all positions
where DR events occur according to whether the DR mask is 0 or not.
Based on the softmax function’s property, the weights of actual loads
during DR periods all become 0. Therefore, these positions’ actual loads
will not affect the subsequent calculation.

(c) Feed-Forward Networks Sub-Layer: In addition to the attention
sub-layer, we also utilize a feed-forward neural network [34] that
is applied to each position of vectors separately and identically, to
improve the non-linear fitting ability of the model. There are two linear
layers and a ReLU activation function [35] in this sub-layer, which can
be formulated as:

𝐹𝐹𝑁(𝑿) = max(𝟎,𝑿𝑾 1 + 𝒃1)𝑾 2 + 𝒃2, (16)

where 𝐹𝐹𝑁(⋅) represents the feed-forward networks sub-layer of the
proposed model; 𝑾 ∈ R𝑑model×𝑑 and 𝑾 ∈ R𝑑×𝑑model are both weight
5

1 2
matrices, where 𝑑 is the hidden layer dimension; 𝒃1 ∈ R𝑇×𝑑 and
𝒃2 ∈ R𝑇×𝑑model denote bias vectors. Moreover, we apply the dropout
layer [36] for each sub-layer to reduce model overfitting by randomly
ignoring some neurons.

(d) Add&Norm Module: For each of the above two sub-layers, there
is a residual connection around it and followed by the layer normal-
ization. The residual connection [37] helps alleviate the vanishing
gradient problem. For example, there are approximately half of the
cases that the gradient is zero in ReLU activation function. Moreover,
the contextual information of time-series data is also preserved by
the residual connection [37]. The layer normalization [38] is a reg-
ularization method, which avoids the model overfitting and reduces
the training time. Considering the temporal correlation of actual loads
within a day and the parallelization of model training, we choose
layer normalization instead of batch normalization [38]. Therefore, the
output of this module is represented as:

𝑿 ← 𝐿𝑁(𝑿 + 𝑆𝑢𝑏𝑙𝑎𝑦𝑒𝑟(𝑿)), (17)

here 𝐿𝑁(⋅) and 𝑆𝑢𝑏𝑙𝑎𝑦𝑒𝑟(𝑿) represent layer normalization and the
utput of the sub-layer, respectively.

The encoder’s output is the high-dimensional representation of input
equence, i.e., the extracted information of actual load data. As shown
n Fig. 3, the output will be used as an input to each decoder layer to
enerate the estimated CBL sequence.

.2.2. Decoder
Decoder produces the generated CBL sequence based on extraction

nformation, and is also stacked by multiple identical decoder layers. As
hown in Fig. 3, the decoder layer involves the abovementioned sub-
ayers and modules in encoder layers. The difference is that the decoder
ayer has an additional sub-layer (i.e., DR-masked multi-head attention
ub-layer), where the key and value are both from encoder’s output
nd the query comes from the input of decoder layers. Moreover, there
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is also a distinction in the DR-masked multi-head self-attention sub-layer
between the decoder and encoder layer. We introduce the differences
of the decoder layer in detail, as follows:

(a) DR-Masked Multi-Head Attention Sub-Layer: To make full use of
the encoder’s output for guiding generation, we adopt the attention
function in the decoder layer rather than the self-attention function,
since the source of the key and value is different from the query. In
particular, the key and value come from the high-dimensional represen-
tation of actual loads. According to Eq. (12), this sub-layer will focus
on importance positions in the input sequence, and then estimate the
CBL for each period based on the entire actual load sequence.

(b) DR-Masked Multi-Head Self-Attention Sub-Layer: For the period
, the decoder should only rely on actual loads not exceeding period
for CBL estimation, because the model cannot acquire future data in
ractice [29]. To prevent the decoder from snooping on future actual
oads, we utilize the sequence mask to shield load data after period 𝑡.
iven a vector 𝑿, the sequence mask is expressed as:
𝑠𝑒𝑞
𝑡 = [ 1 , … , 1

⏟⏞⏞⏞⏟⏞⏞⏞⏟
t

, 0 , … , 0
⏟⏞⏞⏞⏟⏞⏞⏞⏟

T−t

], ∀𝑡 ∈ [ 1 , 𝑇 ], (18)

here 𝑴𝑠𝑒𝑞
𝑡 ∈ R1∗𝑇 is the sequence mask during period 𝑡.

Similar to the DR mask, we replaces the similarity of future positions
ith −∞ according to the sequence mask, so that the weight of the

orresponding position becomes 0 (see details in ). Moreover, the DR
ask is also utilized in the decoder to reduce interference of non-CBL
ata.

Unlike the auto-regressive way in traditional Transformer [29],
e directly output the entire sequence to improve the computational
fficiency of the decoder. The decoder’s output subsequently passes
hrough a linear layer consisting of a fully connected neural network, to
orm model’s final output, i.e., the complete estimated CBL sequence.

.3. GAN-based data imputation framework

GAN [30] is composed of a generator and a discriminator, which
s used to address the missing data problem in power systems. For
xample, Ren et al. [39] and Zhang et al. [40] exploit the GAN for
ower system dynamic security assessment with missing data and solar
ata imputation, respectively. Further, Li et al. [41] build a cyber–
hysical model based on the GAN method to detect and defend against
alse data injection attacks in the load frequency control system.

The generator learns to produce the target data based on the input
ata, and its objective is to make the generated data distribution as
lose to the real data distribution as possible. The discriminator distin-
uishes the generated data from real data, and its objective is to assign
he corresponding correct labels to both the generated data and the
eal data. Through the adversarial game, when the Nash equilibrium
s reached, the generator can generate new data that obey the real
ata distribution and cannot be distinguished by the discriminator.
ccording to [30], the generator and discriminator play the two-player
in–max game with value function 𝑉 (𝐷,𝐺), as:

in
𝐺

max
𝐷

𝑉 (𝐷,𝐺) = E�̃�∼P𝑔 [log(1 −𝐷(�̃�))]

+ E𝒙∼P𝑟 [log(𝐷(𝒙))], �̃� = 𝐺(𝒛),
(19)

where 𝐷 denotes the discrimination function, and 𝐷(𝒙) represents the
robability that 𝒙 comes from the real data distribution; 𝐺 and 𝐺(𝒛) are
he generation function and generated sample, and 𝒛 denotes the input
ata of 𝐺; 𝒙 and P𝑟 denote the real data and its distribution; �̃� and P𝑔

are the generated data and its distribution. We train 𝐷 to maximize
the probability of assigning the correct labels to both the real data and
generated data from 𝐺. Meanwhile, we also train 𝐺 to minimize the
probability that 𝐷(𝐺(𝒛)) is discriminated as generated data.

According to [30], given any generator 𝐺, the optimal discrimina-
tion function 𝐷∗(𝒙) can be expressed as follows:

∗(𝒙) =
P𝑟(𝒙) . (20)
6

P𝑟(𝒙) + P𝑔(𝒙) 𝒙
Under the optimal discrimination function, the generation function
𝐺 is formulated according to Eqs. (19) and (20) as:

𝐺(𝒙) = E𝒙∼P𝑟

[

log
( P𝑟(𝒙)
P𝑟(𝒙) + P𝑔(𝒙)

)

]

+ E𝒙∼P𝑔

[

log
(

P𝑔(𝒙)
P𝑟(𝒙) + P𝑔(𝒙)

)

]

= 2 ⋅ 𝐽𝑆𝐷(P𝑟∥P𝑔) − 2 log 2,

(21)

where 𝐽𝑆𝐷(P𝑟∥P𝑔) denotes the Jensen–Shannon divergence between P𝑟
and P𝑔 . The minimum generation function 𝐺∗(𝒙) = −2 log 2 if and only
if P𝑟 = P𝑔 .

According to Eq. (21), the objective function of the generation
function is equivalent to minimizing the discrepancy between P𝑟 and
P𝑔 , which is measured by the Jensen–Shannon divergence. However,
this may cause the generator’s gradient vanishing or low diversity of
generated data, also known as mode collapse problem [42]. To improve
the training stability and get rid of the mode collapse, we utilize
Wasserstein GAN (WGAN) in the proposed framework [43]. WGAN
applies the Wasserstein distance to reflect the proximity between P𝑟
and P𝑔 , as:

𝑊 (P𝑟,P𝑔) = inf
𝛾∈

∏

(P𝑟 ,P𝑔 )
E(𝒙,�̃�)∼𝛾 [‖𝒙 − �̃�‖], (22)

where 𝑊 (P𝑟,P𝑔) is Wasserstein distance; ∏(P𝑟,P𝑔) denotes the set of
all joint distribution 𝛾 whose marginal distributions are P𝑟 and P𝑔 ;
E(𝑥,�̃�)∼𝛾 [‖𝑥 − �̃�‖] represents the expected distance between P𝑟 and P𝑔
under joint distribution 𝛾.

However, the infimum in Eq. (22) is highly intractable [43]. For this
issue, WGAN applies Kantorovich–Rubinstein duality [44] to reformu-
late the Wasserstein distance in Eq. (22), as:

𝑊 (P𝑟,P𝑔) = sup
‖𝑓‖𝐿≤1

E𝒙∼P𝑟 [𝑓 (𝒙)] − E�̃�∼P𝑔 [𝑓 (�̃�)], (23)

where ‖𝑓‖𝐿 ≤ 1 represents that the function 𝑓 satisfies Lipschitz con-
tinuity, and its Lipschitz constant is 1[45]; that is, ∀𝑥1, 𝑥2 ∈  , |𝑓 (𝑥1) −
𝑓 (𝑥2)| ≤ 1 ⋅ |𝑥1 − 𝑥2|. In addition, WGAN takes advantage of neural
networks that have the powerful fitting ability, to replace the function
𝑓 , as follows:

𝑊 (P𝑟,P𝑔) ≈ max
𝜃∶‖𝑓𝜃‖𝐿≤1

E𝒙∼P𝑟 [𝑓𝜃(𝒙)] − E�̃�∼P𝑔 [𝑓𝜃(�̃�)], (24)

where 𝑓𝜃 is the neural network model with parameters 𝜃.
According to Eq. (24), we utilize the discrimination function of

WGAN to serve as 𝑓𝜃 , thereby calculating 𝑊 (P𝑟,P𝑔). Furthermore, the
generation function of WGAN aims to minimize 𝑊 (P𝑟,P𝑔) to generate
data samples that follow the real data distribution as much as possible.
Therefore, the value function of WGAN can be written as:

min
𝐺

max
𝐷

𝑉 (𝐷,𝐺) = E𝒙∼P𝑟 [𝐷(𝒙)] − E�̃�∼P𝑔 [𝐷(�̃�)], (25)

where 𝐷 is responsible for calculating the Wasserstein distance based
on Eq. (24), rather than distinguishing data in Eq. (19).

Because we use 𝐷 to replace 𝑓𝜃 in Eq. (24), the discrimination
function 𝐷 needs to satisfy the Lipschitz continuity in Eq. (23). Since
the function is 1-Lipschitz if and only if the norm of its gradient does not
exceed 1, we perform a constraint on the gradient norm of the output of
𝐷. In order to circumvent tractability issues, we penalize the gradient
norm for random data �̂�, rather than 𝒙 or �̃�, according to [46]. Thus,
the loss function of D is formulated as:
𝐿𝐷 =E�̃�∼P𝑔 [𝐷(�̃�)] − E𝒙∼P𝑟 [𝐷(𝒙)]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
original loss

+ E�̂�∼P�̂� [(‖∇�̂�𝐷(�̂�)‖2 − 1)2]
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

gradient penalty

,
(26)

here ‖⋅‖2 is the 2-norm; and P�̂� denotes the random data distribution.
he random data is interpolated between the real data and generated
ata, as follows:

̂ ̃
= 𝜖 ⋅ 𝒙 + (1 − 𝜖) ⋅ 𝒙, (27)
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where 𝜖 ∼ 𝑈 [0, 1] is the random interpolation number.
Moreover, according to the value function in Eq. (25), given an

arbitrary 𝐷, the loss function of 𝐺 is written as:

𝐿𝐺 = −E�̃�∼P𝑔 [𝐷(�̃�)]. (28)

3.4. Time-series missing data imputation for CBL estimation

Algorithm 1: Training Process with WGAN
Input : The initial parameters of generator 𝜔0 and

discriminator 𝜃0, Adam parameters 𝛼, 𝛽1, 𝛽2, the epoch
number 𝐸, the batch size 𝐵, the discriminator iteration
number 𝑛𝑑 , the coefficient of squared error loss 𝜆1 and
gradient penalty 𝜆2.

Output: The well-trained parameters of generator 𝜔 and
discriminator 𝜃.

1 Procedure:
2 for 𝑒 = 1,… , 𝐸 do
3 for 𝑛 = 1,⋯ , 𝑛𝑑 do
4 for 𝑏 = 1,⋯ , 𝐵 do
5 Sample random noise 𝜂 ∈  (0, 1), a random number

𝜖 ∼ 𝑈 [0, 1] and real data 𝒙 ∼ P𝑟 with corresponding
DR masks 𝒎;

6 Generate new data �̃� ← 𝐺(𝒛 + 𝜼,𝒎);
7 Produce random data �̂� ← 𝜖𝒙 + (1 − 𝜖)�̃�;
8 Calculate loss of the discriminator
9 𝐿(𝑖)

𝐷 = 𝐷(�̃�) −𝐷(𝒙) + 𝜆2(‖∇�̂�𝐷(�̂�)‖2 − 1)2;
10 end
11 Update model parameters of the discriminator
12 𝜃 ← Adam( 1𝐵∇𝜃

∑𝐵
𝑏=1 𝐿

(𝑖)
𝐷 , 𝜃, 𝛼, 𝛽1, 𝛽2);

3 end
4 for 𝑏 = 1,⋯ , 𝐵 do
15 Sample real data 𝒙 ∼ P𝑟 with corresponding DR masks 𝒎;
16 Generate new data �̃� ← 𝐺(𝒛 + 𝜼,𝒎);
17 Calculate loss of the generator
18 𝐿(𝑖)

𝐺 = 𝜆1 ⋅ ‖𝒙 − �̃�‖2 −𝐷(�̃�);
9 end
0 Update model parameters of the generator
1 𝜔 ← Adam( 1𝐵∇𝜔

∑𝐵
𝑏=1 𝐿

(𝑖)
𝐺 , 𝜔, 𝛼, 𝛽1, 𝛽2).

2 end

In this paper, since the CBL estimation is converted to a time-series
issing data imputation issue, we train the generator to produce com-
lete estimated CBL sequences through the adversarial game, and fill
he missing CBLs with generated data. To learn CBL normal patterns ac-
urately and efficiently, the generator is implemented by the proposed
ransformer-based model in Section 3.2. Moreover, the discriminator

s also composed of an encoder model that has the same structure as
he generator’s encoder, to make sure consistent information extraction
or both real data and generated data.

Considering that we regard actual loads as CBLs with missing data,
o real data in GAN-based framework are actual loads. Because actual
oads are equivalent to real CBLs except for DR periods, we exploit
ctual load sequences as input data to make the generated data as close
s possible to real CBLs. Furthermore, we add random noise to input
ata to prevent the generator from degenerating into a naive linear
ransformation. Hence, the generation process is expressed as:

̃ = 𝐺(𝒙 + 𝜼, 𝒎), (29)

where 𝒙 and �̃� denote actual loads and the corresponding estimated
CBLs, respectively; 𝐺 is the generation function of WGAN; 𝒎 denotes
he DR mask vector (see details in Eq. (5)); and 𝜼 ∼  (0, 1) is the

random noise.
7

According to [47], although the generated sequences obey the
distribution of real sequences, the difference between the generated
sequence and real sequence may also be large. Therefore, we adopt the
masked reconstruction loss to gauge the generation effect of generator’s
output, and then the loss functions of WGAN are defined based on
Eqs. (26)–(28), as:

𝐿𝐺 = 𝜆1 ⋅ ‖𝒎⊙ 𝒙 −𝒎⊙ �̃�‖2 −𝐷(�̃�), (30)

𝐿𝐷 = 𝐷(�̃�) −𝐷(𝒙) + 𝜆2 ⋅ (‖∇�̂�𝐷(�̂�)‖2 − 1)2, (31)

here ⊙ is the element-wise multiplication; 𝜆1 and 𝜆2 denote two loss
weights, respectively. Besides, we employ the Adam algorithm [48] for
model optimization to improve computational efficiency (see details in
Appendix), and the training processes are summarized in Algorithm 1.

Finally, we exploit the estimated CBL sequence to fill in the missing
CBLs during DR periods, which is formulated as:

𝒙complete = 𝒎⊙ 𝒙 + (1 −𝒎)⊙ �̃�. (32)

After the comprehensive training, the system operator can estimate
participants’ CBLs by only using their daily load profiles of demand
response days, without additional training. In this way, the required
time duration for the input Sample Data is one day (i.e., 24 h) in
the practical application stage. Furthermore, with the high capability
of neural network models, the proposed method can be applicable to
different customers or even new customers for CBL estimation.

It is worth noting that the proposed method is suitable for different
types of customers, which can estimate the CBL of each customer
individually. This improves the efficiency and adaptability of our pro-
posed method in real-world deployments. Moreover, since the deep
learning-based method can be used directly after training once, this
further reduces the required time of CBL estimation using the proposed
method in practice. In addition, because we display the framework and
architecture of the proposed method, it is feasible to build an identical
CBL estimation model accordingly. We also detail implementation pa-
rameters for model training in real scenarios. Therefore, our proposed
method is replicable and computationally efficient when deploying DR
programs in practice.

4. Case studies

4.1. Experiment settings

4.1.1. Environmental setup
The proposed transformer-based model and WGAN-based frame-

work are implemented by the machine learning framework PyTorch,
which is based on the Torch library and Python. All experiments are
performed on a Ubuntu 18.04 LTS platform with the Intel Core i9-
10980XE CPU and NVIDIA GeForce RTX 3090 GPU (64 GB RAM).
Moreover, the details of model hyper-parameters and training settings
are summarized in Table 2.

4.1.2. Dataset description
All numerical experiments are conducted using the smart meter

data collected from the Commission for Energy Regulation (i.e., CER
dataset) [49]. The CER dataset contains load data of more than 6400
customers in three types, covering 536 days from July 14, 2009 to
December 31, 2010, with 30 min of time granularity. Considering
that there are some customers with missing load data in the CER
dataset, we cleaned the dataset and finally filtered out 3600 residential
customers, 400 small and medium-sized enterprise customers, and 550
other customers with full load records for 536 days. Moreover, all data
are divided into the training and test sets, accounting for 80% and 20%
of all customers, respectively.

We assume that all filtered customers are DR participants and
consider all customers’ loads in the dataset as their baseline loads,
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Table 2
Implementation details in case studies.

Parameter Definition Value

𝑁 the encoder/decoder layers number 6
ℎ the head number 4
𝑑model the embedding vector dimension 16
𝑑𝑘 the key vector dimension 4
𝑑𝑣 the value vector dimension 4
𝐸 the epoch number 300
𝐵 the batch size 16
𝑛𝑑 the discriminator iteration number 3
𝜆1 the squared loss weight 2.0
𝜆2 the gradient penalty weight 10.0
𝛼 the learning rate of Adam 0.0001
(𝛽1 , 𝛽2) the decay rate pair of Adam (0.9, 0.999)

which are used as the ground-truth to verify the performance of CBL
estimation. Moreover, we generate the customers’ actual loads by arti-
ficially constructing DR events. Specifically, when the DR event occurs,
we manually reduce the baseline load of this time by a certain degree
according to Eq. (1), and consequently produce the actual load during
the DR period. It is worth noting that we only consider the DR program
with load reduction in this paper. Thus, the DR periods are selected on
the basis of the peak period of the time-of-use scheme in the electricity
market. In addition, we also form the CBL and actual load for scenarios
with aggregated customers based on Eq. (7), and the aggregation set is
randomly selected rather than any clustering algorithm to avoid manual
intervention.

4.1.3. Performance metrics
There are two metrics used in this paper to calculate the CBL

estimation discrepancy and measure the performance of the proposed
method, which are the root mean square error (RMSE) and mean
absolute percentage error (MAPE), respectively. Moreover, because the
non-DR periods’ CBLs are not our concern, we only calculate the error
of estimated CBLs during the DR periods.

4.1.4. Benchmarks
To validate the effectiveness of the proposed method, we compare

the CBL estimation performance of our proposed method with the
following benchmarks:

• B1: The Mid4of6 method recommended by PJM [14];
• B2: The High5of10 method adopted by NYISO [15];
• B3: The exponential moving average method used by ISONE [16];
• B4: The support vector regression-based method [17];
• B5: The stacked autoencoder-based method with pseudo-load

selection [25];
• B6: The cascaded stacked autoencoder-based method with privacy-

preserving [26].

.2. Performance comparison with state-of-the-art studies

In this part, we compare the performance of our proposed method
ith the aforementioned six benchmarks for the three types of cus-

omers. To comprehensively validate the proposed method, we consider
our aggregation numbers (i.e., 1, 10, 50 and 100 customers) to sim-
late different customer load levels, because the public dataset only
ontains individual customers. Here, the VPP is regraded as an aggre-
ated customer. Owing to the limited data of small and medium-sized
nterprise customers and other customers, we do not perform the 100-
ustomer aggregation for these two types. According to the electricity
arket, we set the load reduction degree to be 30% and the DR period

o be from 4 p.m. to 7 p.m.
Table 3 summarizes the whole performance comparison results, in

erms of RMSE and MAPE. Obviously, the proposed method outper-
orms all the benchmarks in each customer aggregation level for all the
8

three types of customers. Its RMSE and MAPE are kept within 5 kW and
9%, respectively. In contrast, the estimation performances of bench-
marks are much inferior, where the worst discrepancy is over 16 kW
and the maximum MAPE is close to 18%. Even the most advanced
benchmark B6 has larger errors compared with the proposed method,
reflecting in a 2 kW increase in RMSE and 2% arise in MAPE. Besides,
the proposed method is robust to heterogeneity of customers, the
minimum standard deviation of MAPE in our proposed method is only
0.19% among all scenarios, which is also smaller than benchmarks.
Therefore, the proposed method is validated to have accurate and stable
CBL estimation performance for different customer types.

In addition, as the aggregation number of aggregated customers
increases, the model performance of both our proposed method and
six benchmarks enhances. This is because the aggregation of customers
with different load patterns leads to a decrease in load uncertainty.
Specifically, when the aggregation number rises from 1 to 50, the
MAPE of the proposed method decreases by 42.42%, 52.56% and
42.84% for the three types of customers, respectively. Especially for
the residential customer with the aggregation number of 100, the
RMSE of the proposed method is around 3 kW and the MAPE is only
3.43%, which is lower than 4.1% in the best benchmark. Therefore, the
proposed method is verified to have accurate and stable CBL estimation
performance for different load levels.

To demonstrate the model performance comparison in a more in-
tuitive and clear way, we randomly select one day for each type of
customer as examples, where the aggregation number is 50. The esti-
mation results of our proposed method and 6 benchmarks are shown in
Fig. 4. Because B1, B2 and B3 are average methods, the estimated CBLs
are highly dependent on historical loads and subject to large estimation
errors, owing to the fluctuation of daily customer loads. Moreover,
the estimation accuracy of B4, B5 and B6 is improved by using data-
driven models, where B6’s estimation result even approximately fits
the real CBL curve. However, there is still a visible gap between the
real CBL and estimated results of these data-driven-based benchmarks.
This is because these data-driven-based benchmarks are trained using
load data that have a similar load level as 300-customer aggregation,
but are not applicable for other load levels. In contrast, the estimated
curve of our proposed method is closest to the real CBL curve, for
each type of customer. Specifically, the average estimation bias of the
proposed method is approximately 2, 4 and 3 kW in each example,
which is apparently lower than all benchmarks. Therefore, this further
demonstrates the effectiveness and superiority of the proposed method.

4.3. Model sensitive analysis

In this part, we validate the robustness of the proposed method
through different DR periods and load reduction degrees, because
these two parameters influence the model performance. Similarly, we
choose residential customers from the test set for demonstration and
the aggregation number is 50. According to the DR experience and
peak period in the electricity market, we pick six load reduction degrees
(i.e., 5%, 10%, 15%, 20%, 25%, and 30%) and two DR periods (i.e., 10
a.m. to 12 noon and 4 p.m. to 7 p.m.).

Fig. 5 presents the estimation errors of the proposed method under
six load reduction degrees and two DR periods. It is clear that the
estimation discrepancy rises as the load reduction degree increases,
reflected in the boost of median RMSE from 1.85 kW to 2.06 kW during
the noon period. Similarly, in the period between 4 p.m. to 7 p.m.,
the estimation error also rises, where the average RMSE increases from
1.89 kW to 2.04 kW. However, despite the boost in the estimation error,
the maximum RMSE of our proposed method is still below 2.2 kW.
Furthermore, although the model performances in the two DR periods
are not exactly identical, the variation trend and statistical result of
RMSE are very similar. This demonstrates that our proposed method is

robust to the DR period and load reduction degree.
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Table 3
Numerical results of the proposed method and benchmarks with varying aggregation numbers for three customer types.

C A B1 B2 B3 B4 B5 B6 Proposed

RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE

R

1 0.1852 16.6769 0.1902 16.9476 0.1781 15.2201 0.14878 13.0762 0.1367 11.9877 0.1152 9.9748 0.0882 7.7693
10 1.3890 12.4892 1.4335 12.9055 1.2913 11.6767 1.04748 10.2089 0.8862 8.6442 0.7808 7.6442 0.6248 5.6139
50 5.9135 9.0312 5.7108 8.7950 5.2977 8.3546 4.2758 6.8856 3.69119 6.0038 3.1593 5.1741 2.0541 4.4735
100 11.7248 8.8268 11.3635 8.43973 10.6607 7.5866 8.8589 6.6203 6.3912 4.9696 5.2681 4.1672 3.5445 3.4329

S
1 0.8040 18.9603 0.7962 18.2878 0.6167 16.4970 0.3994 15.5285 0.3512 13.0844 0.2791 10.6631 0.2103 8.8835
10 3.7982 13.3207 3.6556 13.1030 3.3492 12.4465 2.3609 10.1546 1.8213 8.6332 1.2204 7.4013 0.7349 5.3583
50 16.2278 10.0473 15.9451 9.8626 14.8366 9.0190 11.3402 7.6118 8.9222 6.3371 6.8862 5.3433 4.6585 4.2139

O
1 0.2216 17.8715 0.2143 17.1312 0.1901 15.9503 0.1708 13.6542 0.1449 11.6352 0.1294 10.1611 0.0957 8.2205
10 1.5208 13.0323 1.5926 13.3181 1.3947 11.9999 1.1370 10.4087 0.9143 8.5519 0.7263 7.3002 0.5592 5.9015
50 9.0834 9.8956 9.6146 10.1292 7.8839 9.1665 6.1274 7.5462 5.4034 6.8630 4.3798 5.6103 2.9586 4.6985

*RMSE and MAPE are in kilowatts (kW) and percent (%), respectively.
**R, S, and O stand for residential customers, small and medium-sized enterprise customers, and other customers, respectively.
Fig. 4. Performance comparison examples of the proposed method and six benchmarks.
a) Residential customer, (b) Small and medium-sized enterprise customer, (c) Other
ustomer.
9

Fig. 5. The robustness testing results of the proposed method on the CER dataset. (a)
10 a.m. to 12 noon, (b) 4 p.m. to 7 p.m.

In order validate the robustness of the proposed method to different
customers, we conduct a new set of experiments adopting a different
public dataset (i.e., LCL dataset) [50]. Specifically, we choose 200 res-
idential customers with load data for the whole year of 2013 from the
LCL dataset. Then, we randomly construct aggregated customers and
DR events in the same way as the CER dataset, where the aggregation
number is 50. We conduct the same experiment on the LCL dataset
as previously by using the CBL estimation model trained on the CER
dataset, and the results are shown in Fig. 6. It should be noted that
customers in the LCL dataset do not participate in model training, but
are only used to evaluate model performance. Compared to the CER
dataset, the performance of our proposed method on the LCL dataset
is degraded, where the increases of the average RMSE are 0.75 kW
and 0.79 kW in two DR periods, respectively. Moreover, the RMSE
distribution on the LCL dataset obviously becomes wider, e.g., the
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Fig. 6. The robustness testing results of the proposed method on the LCL dataset. (a)
10 a.m. to 12 noon, (b) 4 p.m. to 7 p.m.

maximum inter-quartile raises by 400% and 364% in two DR periods,
respectively, thus indicating that the performance of the proposed
method is not as stable as on the CER dataset. This is reasonable
because the load patterns in the LCL dataset are very likely to be
different from the CER dataset, so there is a slight increase in estimation
error. However, although the accuracy and stability of the proposed
method for these new customers have declined, the maximum RMSE
is still within 3.5 kW, while their daily average load of is around 30
kw. This indicates that our proposed method still achieve the good CBL
estimation performance on the LCL dataset. Therefore, the robustness
of our proposed method is further validated.

4.4. DR managerial insight from CBL estimation

The accurate CBL estimation is critical for DR implementation,
especially the financial settlement, which is usually performed by
power system (or electricity market) operators to pay compensation
to DR participants. The performance of baseline load estimation has
a direct impact on the efficiency and effect of financial settlement,
which further affects the enthusiasm of customers to participate in DR
programs. According to the results of comprehensive case studies in this
paper, we provide our management insights for DR programs to system
operators, as follows:

(a) Aggregate individual customers: The system operator should
ncourage and facilitate the aggregation of individual customers. Fur-
hermore, during the actual DR operation, the operators need to give
riority to aggregated customers to participate in DR programs. Based
n the results of performance comparison, as the aggregation number
f customers increases, the performance of CBL estimation improves.
n detail, when the aggregation number rises from 1 to 50, the MAPE
f the proposed method decreases by 42.42%, 52.56%, and 42.84% for
he three types of customers, respectively.
10
(b) Avoid excessive load variation: The system operator should
avoid excessively changing the normal load levels of participants when
assigning DR tasks. Specifically, the operators need to consider dis-
tributing the overall task among all participants as much as possible,
rather than some individual participants. According to the results of
model sensitive analysis, the estimation discrepancy of the proposed
method rises as the load reduction degree increases. Specifically, when
the load reduction degree rises from 5% to 30%, the average RMSE of
the proposed method increases by 11.35% and 7.94% in the two DR
periods, respectively. The proposed method has better performance for
the lower load reduction degrees.

(c) Participate up to once per day: The system operator should
try to prevent arranging the same participant to participate in DR
programs multiple times in a day. Furthermore, while ensuring the
normal operation of DR programs, the operators need to control the
participating frequency of individual participants. Considering that the
proposed method exploits actual loads of non-DR periods to extract
characteristics of daily loads, so participants are advised to engage in
DR programs up to once in one day. This is because if participants are
heavily involved in DR programs on a single day, there are only a few
or even no actual loads available for characteristics extraction.

In summary, we make these above insights to enhance the CBL
estimation performance of the proposed model, thus improving the effi-
ciency and effect of financial settlement. Furthermore, a good financial
settlement can allow participants to receive reasonable compensation
and then promote them to participate in DR programs, which helps
power system operators to guarantee the normal operation of DR.

5. Conclusion

In this paper, we focus on the CBL estimation issue for VPPs in
incentive-based DR programs, which is nontrivial because a customer’s
CBL cannot be recorded and is also affected by uncertainty and hetero-
geneity of customer load. To realize the high-quality CBL estimation,
we propose a Transformer neural network model based on the attention
mechanism and develop a GAN-based data imputation framework. The
proposed method can achieve an accurate CBL estimation for various
types of customers through learning CBL’s normal pattern and training
with an adversarial game. Case studies validate the effectiveness and
superiority of the proposed method, compared with existing methods.
Its RMSE and MAPE are both kept within 5 kW and 9% among three
types of customers, respectively. Furthermore, the robustness of our
proposed method is also verified by performance comparison under
different load reduction degrees and DR periods.

In this paper, we do not consider the interaction of CBL estimation
and price design, so we intend to design an attractive and personalized
price for customers based on CBL estimation results, thus improving the
efficiency of DR. Moreover, since the proposed method is based on deep
learning, there is an interpretability issue, which leads to customers
not being able to fully trust estimated CBLs. In the future, we plan
to enhance the interpretability of the proposed method to improve
its transparency and credibility. In addition, with the continuous pen-
etration of distributed energy resources, it is necessary to make the
proposed method adapt to customers with energy storage or renew-
able generation. In our future work, we will consider using customer-
reported renewable generation and charging/discharging strategies to
eliminate their impacts on customers’ normal load patterns. We can
also add some environmental and strategy-related features as inputs to
our proposed model to cope with the presence of distributed energy
resources.
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Appendix. Adam optimization algorithm

The loss function of neural network models is usually a non-convex
function, so it is difficult to find the global optimal solution. More-
over, due to the large number of model parameters and large training
data, the computational cost of an optimization algorithm is usually
high [48]. At present, the parameter learning of deep neural network
models mainly uses the gradient descent method to find a set of optimal
parameters [51]. In this paper, we choose the Adam algorithm as the
optimization algorithm to take into account the optimization speed and
stability at the same time, which can be regarded as the combination of
the momentum method [52] and the RMSprop algorithm [53]. Specifi-
cally, in order to make the optimization process more stable, the Adam
algorithm uses momentum as the direction of parameter update. The
actual update amount of model parameters depends on the weighted
average of past gradients, which can increase the stability by reducing
the rate of gradient descent later in the iteration. Furthermore, in order
to increase the optimization speed, the gradient estimation correction is
adopted to adaptively adjust the learning rate. It avoids the premature
decay of the learning rate due to its constant monotonous decrease,
thus ensuring the optimization speed.

The Adam algorithm uses the exponentially weighted average of the
gradient to update the first moment estimate of gradient on the one
hand, and uses the exponentially weighted average of gradient square
to update the second moment estimate of gradient on the other hand,
as follows:

𝑢𝑡 = 𝛾1 ⋅ 𝑢𝑡−1 + (1 − 𝛾1) ⋅ ∇𝑡, (A.1)

𝑣𝑡 = 𝛾2 ⋅ 𝑣𝑡−1 + (1 − 𝛾2) ⋅ ∇𝑡 ⊙ ∇𝑡, (A.2)

where ∇𝑡 denotes the gradient at iteration 𝑡; 𝑢𝑡 and 𝑣𝑡 are the first and
second moment estimates of the gradient, respectively; 𝛾1 and 𝛾2 denote
two exponential decay rates, whose values are usually 0.9 and 0.99,
respectively; ⊙ is the element-wise multiplication.

Since the first and second moment estimates are usually initialized
to 0, these two estimates have a large bias from the real value of mean
and variance at the beginning of the iteration. So the biases need to be
corrected, as follows:

̂𝑡 =
𝑢𝑡

1 − 𝛾 𝑡1
, (A.3)

�̂�𝑡 =
𝑣𝑡

1 − 𝛾 𝑡2
. (A.4)

In conclusion, the model parameters 𝜔 are updated as follows:

𝜔𝑡 ← 𝜔𝑡−1 −
𝜂

√

�̂�𝑡 + 𝜖
⋅ �̂�𝑡, (A.5)

where 𝜂 denotes the learning rate, which is usually set to 0.001; 𝜖 is a
small constant to maintain numerical stability and usually set to 10−8.
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